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von-Guericke Universität in  

2014-2015.  
 



 Wie läuft das Studiumprozess? 

• Scoring system in OvGU vs BSU 

• Possible forms of examinations 

• Advices for successful graduation 

 



• Combinatorial optimization 

• Algebraic Number Theory 

• Swarm intelligence 

• Biometrics and security 

 

 

 





• What is the point system? 

• What does it mean to pass an exam 
successufully? 

• What does it mean to graduate a semester? 





• N randomly taken 
questions 



Credit_Points(mark,type):=

 
9.0 , 𝑚𝑎𝑟𝑘 ≤ 4.0 𝑎𝑛𝑑 𝑡𝑦𝑝𝑒 = 𝑀𝑎𝑡ℎ.
6.0 , 𝑚𝑎𝑟𝑘 ≤ 4.0 𝑎𝑛𝑑 𝑡𝑦𝑝𝑒 = 𝐼𝑛𝑓.

0,𝑚𝑎𝑟𝑘 > 4.0
 

Basically in OvGU you study 2 types of subjects: 

• Mathematics 

• Informatics 



To pass Examinations 
successfully: 

  𝐶𝑟𝑒𝑑𝑖𝑡_𝑃𝑜𝑖𝑛𝑡𝑠(𝑚𝑎𝑟𝑘𝑠, 𝑡𝑦𝑝𝑒𝑠) ≥ 30

𝑡𝑦𝑝𝑒𝑠𝑚𝑎𝑟𝑘𝑠

 





Basically a list 

of subjects 

provided by 

Prof.Girlich 

You 

manually 

select all 

the 

interesting 

subjects 



• You study only that 
subjects, which you want 
=> High motivation! 

   Timetable problem: 

• You can’t select 2 
subjects at one and the 
same time; 

• “Windows” in a 
timetable ( 2сlasses: 
first 7.00 – 9.00 

    second 13.00 – 15.00) 



Study 

• Attend lectures and 
exercises 

• Do homework (basically 
without testing the 
presence) 

• Basically no preliminary 
tests and admissions for 
exams (but there are 
some exceptions) 



Registration 

• Fill (web) form 

• Make (web) query 



Exam 

Mathematics 

• Orally in German or 
English (or mixed) 

• Duration of the 
exam≈ 30 − 40 min 

Informatics 

(computer science) 

• Written (≈centralized 
test) 

• Referat (≈ course work) 



Сomputer Science 

• Swarm Intelligence 
 

• Biometrics and Security 



Swarm Intelligence 





Main topics 
Part 1: Fundamentals of swarm intelligence 

• Swarm stability and stability analysis 

• Swarm aggregation 

• Swarm in known environments 

• Swarm in unknown environments: Particle Swarm Optimization 

• Dynamic Optimization 

• Multi-Objective Particle Swarm Optimization  

 

Part 2: Swarm and multi-agent systems 

• Division of labor and task allocation 

• Swarm clustering and sorting 

• Ant systems and optimization 

 

Part 3: Applications 

• Swarm localization and display 

• Swarm robotics 

• (Self-assembly swarm) 

 



• A collective behavior of 

• simple entities 

• having simple rules with 

• ability of local interactions. 



Global behavior 



 













Lecture notes 
 • Part 1 (Introduction and Fundamentals) 

• Part 2 (Speech and Handwriting) 

• Part 3 (Gait, Keystroke Dynamics and Lip 
Movement) 

• Part 4 (Fingerprint) 

• Part 5 (Iris) 

• Part 6 (Face) 

• Part 7 (Rest) 

 

 

http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_001.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_001.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_002.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_003.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_004.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_005.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_006.zip
http://omen.cs.uni-magdeburg.de/itiamsl/cms/dbfs.php?file=dbfs:/lehre/winter1415/BioSec_WS1415-Part_007.zip










 to use the face detection and face recognition tool - «Faint»  (the Face 
Annotation Interface) - to perform person identification on the the 
collection of face images  - the “Labeled faces in the wild” database - 
from publicly available source;  

 to analyse the efficiency of the system before and after the attack 
attempt using StirTrace on face images (FP/FN errors); 

 to discuss the influence of different parameterizations (here ‘Maximum 
numbers of Eigenfaces used’) on the classification performance; 

 to project  the samples in the database to the characters of 
‘Doddingtons Zoo’ and – if possible – to apply the ‘Doddingtons rules of 
thumb’ for the evaluation of the authentication performance. 

 
Face Biometrics: 
Tasks description  
 

Summarized and presented by 
Bartashevich Palina and 
Polujan Alexandr 
Biometrics and Security – BioSec WS14/15  
WS14/15 Topic01b: Face Biometrcs 
 

 







Mathematics 

• Algebraic Number Theory 

 

• Combinatorial Optimization 



Algebraic Number Theory 

• Lectures (In German) - 2 times 
a week 

• Exercises  – once a week 
• Lecturer Dr. Kai-Uwe Schmidt 
• Official web-page 
http://www-e.uni-
magdeburg.de/kai-
usch/lectures/AZT/ 

 
 

 



Motivation 

Problem 1: Solve the equation or prove, that it has no solutions: 

𝑥𝑛 + 𝑦𝑛 = 𝑧𝑛, 𝑛 ∈ ℕ; 𝑥, 𝑦, 𝑧 ∈ ℤ; 𝑥𝑦𝑧 ≠ 0 

Problem 2: Solve the equation: 

𝑥2 − 𝑛0𝑦
2 = 𝑧, 𝑓𝑜𝑟 𝑓𝑖𝑥𝑒𝑑 𝑛0 ∈ ℤ;𝑥, 𝑦, 𝑧 ∈ ℤ 

 



Problem 1 
• So called Fermat's Last Theorem 

• Firstly was stated in Ancient times as Pythagorean 
Triple problem (motivated by Pythagorean Theorem) 

 

• Around 1637 was generalized by Fermat in the 
margin of his copy of the Arithmetica next to 
Diophantus’ sum-of-squares problem 

 



Problem 1 

“It is impossible to 
separate a cube into two 
cubes, or a fourth power 
into two fourth powers, or 
in general, any power 
higher than the second, 
into two like powers. I 
have discovered a truly 
marvelous proof of this, 
which this margin is too 
narrow to contain.” 



Problem 1 

• Nobody knows, was it a Fermat’s joke or did he really 
prove it 

• Mathematicians need approximately 350 years to prove 
this fact 

• Thereto they’ve constructed such branches of Algebra as 
Finite Fields and Galois Theory   



Problem 1 

• Finally the general case of this 
problem was solved in 1996 by 
British mathematician Andrew John 
Wiles 

• He proved, that equation 
𝑥𝑛 + 𝑦𝑛 = 𝑧𝑛, 𝑛 ∈ ℕ; 𝑥, 𝑦, 𝑧 ∈ ℤ; 𝑥𝑦𝑧 ≠ 0 

Has no solutions for 𝑛 ∈ ℕ, 𝑛 > 2 

 

 

 



Problem 2 

• Problem 2: Solve the equation: 

𝑥2 − 𝑛0𝑦
2 = 𝑧, 𝑓𝑜𝑟 𝑓𝑖𝑥𝑒𝑑 𝑛0 ∈ ℤ;𝑥, 𝑦, 𝑧 ∈ ℤ 



Problem 2 

Example 1 
• Solve the following equation in ℤ: 

𝑥2 − 𝑦2 = 5 

⇒ 𝑥 − 𝑦 𝑥 + 𝑦 = 5|Both part factorization (in ℤ) 

⇒ 𝑥 − 𝑦 , 𝑥 + 𝑦 ∈ 𝛼{ 1,5 , (5,1)}| 𝛼 is invertible (in ℤ) 

⇒ Since invertible elements (units) in ℤ are ±1, we obtain 

⇒ 𝑥 − 𝑦 , 𝑥 + 𝑦 ∈ ±{ 1,5 , (5,1)} 

⇒ 𝑥, 𝑦 ∈ { 3,2 , −3,2 , 3, −2 , (−3,−2)} 

• We are able to solve this equation, since we have a unique 
prime factorization in ℤ and we know all the units in ℤ. 

 

 

 



Problem 2 

Example 2 
• And what about  following equation in ℤ: 

𝑥2 + 5𝑦2 = 6 

⇒ 𝑥 − −5𝑦 𝑥 + −5𝑦 = 6 = 2 ∙ 3 = 1 − −5 1 + −5  

• Factorization is not Unique! How can we repair it? 

• How can we find units in ℤ −5 ? 

 

 

 



Problem 2 

• To answer these and some more general questions we 
have to study following chapters: 

1. Finite Fields’ Theory and Galois Theory 
2. Number Fields’ and Number Rings’ Theory 
3. Special chapters of Commutative Algebra 
4. Embedding's’ Theory 
5. Units in Number Rings 

 
 



Combinatorial Optimization 

• Lectures (In German) - 2 times 
a week 

• Exercises  – once a week 
• Lecturer Prof. Dr. Volker Kaibel 
• Official web-page 
https://www.math.uni-
magdeburg.de/institute/imo/tea
ching/wise14/kombopt/ 

 



Motivation 

• Shortest Path Problem 

Find the shortest path between two cities on a road map. 



Motivation 

• Solve Assignment Problem 

There are a number of agents and 
a number of tasks. Any agent can 
be assigned to perform any task, 
incurring some time that may vary 
depending on the agent-task 
assignment. It is required to 
perform all tasks by assigning 
exactly one agent to each task and 
exactly one task to each agent in a 
given time. 



General Approach 

• Construct mathematical models of each problem, 
using combinatorial structures 

• Run some “clever” (polynomial) algorithm on the 
constructed combinatorial structure 



Shortest Path Problem 



Assignment Problem 



Assignment Problem 



Combinatorial Optimization 

• To answer these and some more general questions 
we have to study following chapters: 

1. Dynamic Programming 

2. Flows and Circulations 

3. Matchings 

4. Matroids 

 




